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 In this study, it is aimed to extract patient-based explanations of the contribution of important 

features in the decision-making process (estimation) of the Random forest (RF) model, which is 

difficult to interpret for PCOS disease risk, with Local Interpretable Model-Agnostic 

Explanations (LIME). 

In this study, the Local Interpretable Model-Agnostic Annotations (LIME) method was applied 

to the “Polycystic ovary syndrome” dataset to explain the Random Forest (RF) model, which is 

difficult to interpret for PCOS risk factors estimation. This dataset is available at 

https://www.kaggle.com/prasoonkottarathil/polycystic-ovary-syndrome-pcos. 

Accuracy, sensitivity, specificity, positive predictive value, negative predictive value and 

balanced accuracy obtained from the Random Forest method  were 86.03%,  86.32%, 85.37%, 

93.18%, 72.92% and 85.84% respectively. According to the obtained results, the observations 

whose results were obtained, the values of Follicle (No) L. and Follicle (No) R. in different value 

ranges were positively correlated with the absence of PCOS.  For the observations whose absence 

of PCOS results were obtained, the variables RBS(mg/dl), bmi_y, fsh_lh, TSH (mIU/L), 

Endometrium (mm) also played a role in obtaining the results. In addition, for the observations 

whose results were obtained, the values of Follicle No L and Follicle No R in different value 

ranges were also found to be positively correlated with PCOS. In addition, beta-HCG(mIU/mL), 

PRG(ng/mL), RBS(mg/dl), bmi_y, Endometrium (mm), fsh_lh variables also played a role in 

obtaining the results for PCOS. 

When the observations obtained from the results are examined, it can be said that the Follicle 

(No) L. and Follicle (No) R. variables are the most effective variables on the presence or absence 

of PCOS. For different value ranges of these two variables, the result of PCOS or not varies. 

Based on this, it can be said that different values of Follicle (No) L. and Follicle (No) R. variables 

for PCOS status may be effective in determining the disease. 
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1. INTRODUCTION 
 
ODAY, tremendous progress in technology has shed light 
on studies in artificial intelligence (AI) and machine 

learning (ML). ML methods have achieved great success with 
predictive models in the analysis of structured data sets in a 
wide variety of fields, including medical sciences [1]. It is 
extremely important that ML methods are understandable, 
explainable and interpretable. However, the inability of 
researchers to interpret the results of complex models in ML 
becomes a problem. For ML methods, interpretability is 

defined as the degree to which the researcher can understand 
and interpret the prediction of the model created [2]. 

Despite the increasing use of predictive models in the 
medical sciences, clinicians still find it difficult to rely on 
these models for various reasons [3, 4].  First, most predictive 
models target specific diseases, and understanding these 
models depends on clinicians' domain knowledge [4-6]. 
Second, most models developed by data scientists focus on the 
model's accuracy in predicting the disease of interest, but 
models rarely explain these predictions [6, 7]. This is 
especially true for complex machine learning models such as 
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Random Forest, Support Vector Machines and Neural 
Networks, which are described as black boxes [8, 9].  

Approaches focusing on Explainable Artificial Intelligence 
(XAI) have been used in the medical sciences for over two 
decades. Explainable ML methods that focus on local 
interpretation, which can be based, for example, on k-NN or 
decision trees; It has been frequently used recently for its 
interpretability in predictive models of health-related 
conditions, including many types of cancer, chronic diseases 
such as Alzheimer's or diabetes, knee osteoarthritis, and 
mortality rates from a particular disease [10, 11]. 

Local Interpretable Model-Agnostic Explanations (LIME), 
one of the XAI methods, is a popular technique for describing 
the predictions of black box machine learning models [12]. 
Because LIME is designed to be model agnostic, it can be 
applied to many different machine learning models. The 
model created by the method determines which features in the 
data are more important on a patient basis, making the results 
of the model more interpretable [13]. 

Although many predictive models have been developed to 
predict the risk of Polycystic Ovary Syndrome (PCOS), one 
of the most common health problems affecting women of 
reproductive age, there are often lacking frameworks to build 
confidence in their predictions [14-16]. PCOS is basically 
caused by increased body mass index, cycle length, elevated 
hormone levels, acne, hair loss, hirsutism, infertility, etc. 
Since the disease has different factors and symptoms, it is 
important to evaluate the clinical data of PCOS patients on a 
patient basis, in the diagnosis and treatment of the disease [17, 
18]. Therefore, XAI methods can be used to interpret the 
relative contribution of clinical features for a patient with 
suspected PCOS. 

In this study, it is aimed to extract patient-based explanations 

of the contribution of important features in the decision-

making process (estimation) of the Random forest (RF) 

model, which is difficult to interpret for PCOS disease risk, 

with Local Interpretable Model-Agnostic Explanations 

(LIME). 

 

2. MATERIAL AND METHODS 
 
2.1. Dataset 
The In this study, the data set named “Polycystic ovary 

syndrome” was obtained from 

https://www.kaggle.com/prasoonkottarathil/polycystic-

ovary-syndrome-pcos address to determine PCOS risk factors 

and to compare the performances of ANN, MLP and deep 

learning methods for PCOS diagnosis prediction. In the PCOS 

data set, there are a total of 541 patients, 364 (67.3%) no and 

177 (32.7%) yes. 

 
2.2. Random Forest 
An The random forest approach proposed by Breiman is a 

machine learning algorithm with many decision trees which 

combination of Bagging and Random Subspaces methods [19-

21]. In recent years, this method has demonstrated its 

effectiveness in both regression and classification problems, 

and it is one of the best machine learning algorithms utilized 

in a variety of domains [22]. The data set is first randomly 

divided into two parts: training data for learning and 

validation data for testing the learning level in the RF 

algorithm. Following that, many decision trees are generated 

at random using "boot-strap samples" from the data set. 

Randomly picked predictors at node locations determine the 

branching of each tree. The RF Final estimate is the average 

of all of the tree's results. As a result, for certain weights, each 

individual tree has an impact on RF estimation. Because this 

method shows a "black box" feature, each tree isn't evaluated 

separately. Because of its ability to randomly accept training 

data from subsets and create trees with random methods, the 

RF algorithm outperforms other machine learning algorithms. 

Furthermore, because training is done on randomly selected 

different sub-datasets using bootstrap sampling, the random 

forest algorithm maintains the overfitting level [23, 24]. 

 
2.3.Local Interpretable Model-agnostic 
Explanations 
Performance Machine learning and artificial intelligence 

models are good at prediction accuracy,  at process efficiency, 

and at research productivity. However, current machine 

learning / artificial intelligence models are often weak in 

explaining the interpretation process and prediction results. 

This situation becomes an obstacle in understanding the 

estimation models created. As a result, clinicians or healthcare 

workers may think that the results or predictions of a model 

are not sufficiently descriptive. For this reason, explainable 

artificial intelligence has started to attract attention recently. 

In short, explainable artificial intelligence is the totality of 

methods or techniques that aim to make artificial intelligence 

applications understandable to users. The purpose of 

explainable artificial intelligence is to make the computational 

inferences located behind the decisions of artificial 

intelligence understandable by researchers. The Local 

Interpretable Model-Agnostic Explanations (LIME) method is 

frequently used to ensure the explainability of the artificial 

intelligence-based models created. The purpose of using 

LIME is to increase the interpretability and explainability of 

the created models [25, 26]. 

 

In the field of health, the use of classification models to 

diagnose disease largely depends on the ability to 

interpretation and explanation of the created models by the 

researcher. Used for this purpose, LIME provides a patient 

specific explanation for a particular classification. Thus, it 

allows any complex classifier to be explained more simply in 

the clinical setting.  LIME, can determine how much each 

variable in the data contributes to each estimate (patient 

specific) in the model [27]. Using the LIME method, it can be 

determined which variables affect each estimation in the 

model to what degree and in which direction, or which 

variable has more influence on the results of each estimation 

in the model compared to other variables. As a result, the 

LIME method provides explainability for each estimate using 

any classification model [28]. 

 
3. DATA ANALYSIS 

Quantitative data are expressed as median (minimum-

maximum), and qualitative data as number (percentage). 

Conformity to normal distribution was evaluated by the 

Kolmogorov-Smirnov test. In terms of independent variables, 

whether there is a statistically significant difference between 

the "no" and "yes" groups, which are the categories of the 

dependent / target variable (Pcos(Y/N)), and whether there is 

a relationship, Mann-Whitney U test, Pearson chi-square test. 

It was examined using the chi-square test values of p<0.05 

were considered statistically significant. IBM SPSS Statistics 

26.0 package program was used for all analyzes. 
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4. RESULTS 
Descriptive statistics of independent variables included in 

this study are given in Table 1. According to the results in 

Table 1; there is a statistically significant difference between 

the dependent / target variable (PCOS (Y/N))  groups in terms 

of Hb (g/dl), FSH(mIU/mL), AMH (ng/mL), Follicle No. (L) 

, Follicle No. (R), Avg. F size (L) (mm), Avg. F size (R) (mm), 

Endometrium (mm), BMI and Fsh/Lh variables (p<0.005). 

 
TABLE I 

DESCRIPTIVE STATISTICS FOR INDEPENDENT VARIABLES. 

Variables 

PCOS (Y/N) 

p-

value* 
No Yes 

Median (min-max) Median (min-max) 

Hb (g/dl) 11 (8.5-14.8) 11 (9.4-14) 0.025 

I beta-HCG 
(mIU/mL) 

13.735 (1.3-32460.97) 70.53(1.92-30007) 0.068 

II beta-HCG 
(mIU/mL) 

1.99 (0.99-21084.21) 1.99 (1.65-25000) 0.774 

FSH 
(mIU/mL) 

5.01 (0.21-5052) 4.48 (1-65.4) 0.007 

LH 
(mIU/mL) 

2.305 (0.02-14.69) 2.22 (0.032-2018) 0.353 

TSH (mIU/L) 2.165 (0.04-65) 2.31 (0.05-22.59) 0.715 

AMH 
(ng/mL) 

3.2 (0.16-26.8) 5.9 (0.1-66) <0.001 

PRL (ng/mL) 21.17 (0.4-128.24) 22.9 (3.64-111.74) 0.592 

Vit D3 
(ng/mL) 

26.3 (9.01-90) 25.45 (0-6014.66) 0.230 

PRG (ng/mL) 0.31 (0.11-85) 0.32 (0.047-1.1) 0.385 

RBS (mg/dl) 96 (60-2259 100 (70-350) 0.345 

BP Diastolic 
(mmHg) 

80 (8-100) 80 (70-80) 0.470 

Follicle No. 
(L) 

4 (0-15) 10 (1-22) <0.001 

Follicle No. 
(R) 

4 (0-16) 11 (1-20) <0.001 

BP Systolic 
(mmHg) 

110 (12-140) 110 (100-130) 0.948 

Avg. F size 
(L) (mm) 

15 (0-22) 16 (5-24) 0.009 

Avg. F size 
(R) (mm) 

15 (0-24) 16 (0.17-23) 0.026 

Endometrium 
(mm) 

8.3 (0-18) 8.9 (4.5-15) 0.005 

BMI 23.62 (13.99-38.27) 25.15 (12.42-38.90) <0.001 

Fsh/Lh 2.36 (0.23-1372.83) 2.04 (0.00-327.00) 0.006 

*: Mann Whitney U test 

 

 

The metrics for the classification performance of Random 

Forest method in the test phase are given in Table 2. Accuracy, 

sensitivity, specificity, positive predictive value, negative 

predictive value and balanced accuracy obtained from the 

Random Forest method  were 86.03%,  86.32%, 85.37%, 

93.18%, 72.92% and 85.84% respectively. 

 

 
TABLE II 

VALUES FOR THE METRICS OF THE CLASSIFICATION 

PERFORMANCE OF RANDOM FOREST METHOD 

 SYSTEMS PARAMETERS.   

 

Method Metric Value (%) 

Random Forest 

Accuracy 86.03 

Sensitivity 86.32 

Specificity 85.37 

Positive predictive 
value 

93.18 

Negative predictive 

value 
72.92 

Balanced Accuracy 85.84 

 

In Figure 1,the findings of the LIME model are given 

below. 

 
Fig. 1. The findings of the LIME model 
 

For the first patient; 

9 <Follicle No. (L) values are positively associated with 

PCOS status. Likewise, 9<Follicle No. (R) for the values, 

there is also a positive correlation with PCOS status. 100.20 

<II beta-HCG (mIU / mL) values are positively associated 

with PCOS status. Finally, 30 <PRG (ng / mL)≤ 45 values are 

also positively associated with PCOS status. However, values 

with RBS (mg / dl) ≤0.45 are negatively associated with 

PCOS status. For this patient, 9 <Follicle No. (L) variable is 

the most important variable in terms of having PCOS. 

For the second patient; 

Follicle No. (L)≤3, Follicle No. (R)≤3 and 

2.19<Fsh/Lh≤3.94  values are positively associated with non-

PCOS. However, 26.7<BMI and 2.19<Fsh/Lh≤3.94 values 

are negatively associated with non-PCOS. For this patient, 

Follicle No. (L)≤3 and Follicle No. (R)≤3 are the most 

important variables in terms of not having PCOS.  
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For the third patient; 

 9 <Follicle No. (R), 26.7< BMI values are positively 

associated with PCOS status. However, 5<Follicle No. (L)≤9, 

Endometrium (mm)≤7 and  2.19< Fsh/Lh ≤3.94 values are 

negatively associated with PCOS status. For this patient, 

9<Follicle No. (R) variable is the most important variable in 

terms of having PCOS. 

For the fourth patient, 

5 <Follicle No. (L)≤9, 3<Follicle No. (L)≤6, 2.19 < 

Fsh/Lh ≤3.94, Endometrium (mm) ≤7 and RBS (mg / dl) ≤92 

values are positively associated with non-PCOS status. For 

this patient, 5<Follicle No. (L)≤9 variable is the most 

important variable in terms of not having PCOS. 

For the fifth patient, 

Follicle No. (L)≤3, Follicle No. (R)≤3, Endometrium 

(mm)≤7 and BMI≤21.6 values are positively associated with 

non-PCOS. 107<RBS (mg/dl) values are negatively 

associated with non-PCOS status. For this patient, Follicle No. 

(L)≤3, Follicle No. (R)≤3 variables are the most important 

variables in terms of not having PCOS. 

 

5. DISCUSSION 
The most frequent endocrine disorder in women of 

reproductive age is polycystic ovarian syndrome (PCOS). 

PCOS affects roughly 6–10% of women of reproductive age, 

depending on the diagnostic criteria used. A combination of 

clinical indications of menstrual abnormalities or anovulation, 

clinical or biochemical hyperandrogenism, and polycystic 

ovaries is used to diagnose PCOS. It is often diagnosed in the 

reproductive years of life when women with PCOS are meeted 

with infertility, or because of hyperandrogenism symptoms 

such as acne, alopecia androgenica, and hirsutism [29]. 

Because the disease is complex and multifactorial, diagnosing 

it might be challenging owing to overlapping symptoms. 

Multiple etiological factors have been implicated in PCOS. 

Despite these In the care and diagnosis of PCOS, progress has 

been made [30].  
Artificial Intelligence (AI) has gained significant traction 

in recent years, and if properly handled, it has the potential to 
exceed expectations across a wide range of application 
industries [31]. Current artificial intelligence technologies, on 
the other hand, are often poor at describing the interpretation 
process and predicting outcomes. This condition makes it 
difficult to comprehend the estimation models that have been 
developed. As a result, explainable artificial intelligence has 
lately begun to gain traction. The goal of explainable artificial 
intelligence is to make the computational conclusions that 
underpin AI decisions understandable to ordinary users and 
academics [32].  

LIME (Local Interpretable Model-Agnostic Explanations) 
is a common methodology for making black box Machine 
Learning (ML) algorithms more interpretable and explainable. 
LIME often generates an explanation for a single prediction 
made by any ML model by learning a simpler interpretable 
model (e.g. linear classifier) around the prediction by 
randomly perturbing simulated data around the instance and 
obtaining feature importance through feature selection. LIME 
and similar local algorithms have gained popularity due to 
their simplicity. The LIME approach can be used to discover 
which variables affect each estimation in the model to what 
extent and in which direction, as well as which variable has a 
greater impact on the model's outcomes than other factors. 
This gives a detailed explanation for each observation, 
allowing any complex classifier to be explained in a 
straightforward manner [28]. 

According to the interpreted results, the observations 
whose results were obtained, the values of Follicle (No) L. and 
Follicle (No) R. in different value ranges were positively 
correlated with the absence of PCOS. In addition, these two 
variables are the most important variables for the absence of 
PCOS for our observations. For the observations whose 
results were obtained, the variables RBS(mg/dl), bmi_y, 
fsh_lh, TSH (mIU/L), Endometrium (mm) also played a role 
in obtaining the results. 

In addition, for the observations whose results were 
obtained, the values of Follicle No L and Follicle No R in 
different value ranges were also found to be positively 
correlated with PCOS. Likewise, the most important variables 
for PCOS status are Follicle No. (L) and Follicle No. (R) 
variables. In addition, beta-HCG(mIU/mL), PRG(ng/mL), 
RBS(mg/dl), bmi_y, Endometrium (mm), fsh_lh variables 
also played a role in obtaining the results for PCOS. 

When the observations obtained from the results are 
examined, it can be said that the Follicle (No) L. and Follicle 
(No) R. variables are the most effective variables on the 
presence or absence of PCOS. For different value ranges of 
these two variables, the result of PCOS or not varies. Based 
on this, it can be said that different values of Follicle (No) L. 
and Follicle (No) R. variables for PCOS status may be 
effective in determining the disease.  

According to the results, the values of Follicle No L and 

Follicle No R variables tend to increase in the case of PCOS.  
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