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 In this study, it is aimed to classify cancer based on machine learning (ML) and to determine the 

most important risk factors by using risk factors for prostate cancer patients. Clinical data of 100 

patients with prostate cancer were used. A prediction model was created with the random forest 

(RF) algorithm to classify prostate cancer. The performance of the model was obtained by Monte-

Carlo cross validation (MCCV) using balanced subsampling. In each MCCV, two-thirds (2/3) of 

the samples were used to assess the significance of the feature. In order to evaluate the 

performance of the model, graph, accuracy, sensitivity, specificity, positive predictive value, 

negative predictive value, F1-score and Area under the ROC Curve (AUC) criteria including 

prediction class probabilities and confusion matrix were calculated. When the results were 

examined, the sensitivity, specificity, positive predictive value, negative predictive value, 

accuracy, F1-score, and AUC values obtained from the RF model were 0.89, 0.84, 0.77, 0.93, 

0.86, 0.83, and 0.88, respectively. Area, perimeter, and texture were the three most important risk 

factors for differentiating prostate cancer. In conclusion, when the RF algorithm can be 

successfully predicted prostate cancer. The important risk factors determined by the RF model 

may contribute to diagnosis, follow-up and treatment researches in prostate cancer patients. 
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1. INTRODUCTION  

THE abnormal division of cells in the prostate gland is one 

of the characteristics that define the type of cancer known as 

prostate cancer [1]. Research indicates that prostate cancer is 

the second most common form of cancer in men and the fifth 

leading cause of death on a global scale. On the other hand, it 

is the type of cancer that is diagnosed in more men over the 

age of middle age than any other type, in both developed and 

developing nations. If a man is between the ages of 40 and 59, 

his risk of developing prostate cancer is 2.58%, but between 

the ages of 60 and 79, his risk increases to 14.7%. The 

probability of developing prostate cancer in a man between 

the ages of 0 and 39 is only 0.01%. In addition, the likelihood 

of a man developing prostate cancer during the course of his 

lifetime is approximately 17.8% [2,3]. 

The predisposition of one's family to develop prostate 

cancer, as well as advanced age, race, genetics, diet, 

environmental factors, and hormonal factors, are all 

considered to be risk factors [4]. The correct management of 

the treatment, diagnosis, and follow-up process of prostate  

 

 

cancer is important not only for the patient and the doctor, but 

also for national health policies [5,6]. 

For this reason, the need for methods that can detect prostate 

cancer rapidly and accurately is increasing. 

Machine learning, also known as ML, is a subset of artificial 

intelligence that identifies patterns in unprocessed data 

through the application of a specific algorithm or method. The 

primary objective of machine learning is to make it possible 

for computer systems to learn from experience on their own, 

without the need for explicit programming or intervention 

from humans. ML methods are frequently used in different 

areas of medicine and are less costly, more accurate and faster 

results in the diagnosis of different diseases. ML methods 

increase the predictive power thanks to their ability to 

combine data from various sources and manage large amounts 

of data [7-11]. 

Classification is one of the important tasks of ML. 

Classification includes approaches used to estimate the output 

variable when the output variable is categorical. The model 

obtained by using classification algorithms is used to predict 
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the unknown output variable when new data is obtained [12-

14].  

In this study, it is aimed to classify cancer based on ML and 

to determine the most important risk factors by using risk 

factors for prostate cancer patients. 

 

2. MATERIAL AND METHODS 

2.1. Data 

The dataset to classify and predict prostate cancer in the study 
was obtained from https://www.kaggle.com/sajidsaifi/prostate-
cancer. Of the patients in the data set, 62 (62%) were diagnosed 
as malignant and 38 (38%) as benign. Variables used to predict 
prostate cancer in the dataset: radius (mean distances from the 
center to perimeter points), texture (the standard deviation of 
grayscale values), perimeter (mean size of the core tumor), area, 
smoothness (mean of local variation in radius lengths), 
compactness ((mean of perimeter)2 / (area - 1)), symmetry and 
fractal dimension (mean for "coastline approximation"). 

2.2. Methods 

2.2.1. Machine Learning Approach 

The Random forest (RF) algorithm was used to predict 

prostate cancer in the study. The RF algorithm is among the 

ensemble classification methods created by Leo Breiman. 

Ensemble classification techniques are learning algorithms 

that produce more than one classifier instead of just one 

classifier and classify new data with the votes obtained as a 

result of the predictions of the classifiers produced [15,16]. 

In the RF classification method, as in other ensemble 

learning methods, the performance values of weak learners 

(single decision tree, single sensor, etc.) are increased by a 

voting scheme. The classification method with the RF 

algorithm is based on the decision tree model. One of the 

advantages of the random forest algorithm is that it can use 

both continuous and discrete variables together. It can also be  

used in large or small size data sets [17,18]. 
The performance of the model was obtained by Monte-

Carlo cross validation (MCCV) using balanced subsampling 
[19]. In each MCCV, two-thirds (2/3) of the samples were 
used to assess the significance of the feature. In order to 
evaluate the performance of the model, graph, accuracy, 
sensitivity, specificity, positive predictive value, negative 
predictive value, F1-score and Area under the ROC Curve 
(AUC) criteria including prediction class probabilities and 
confusion matrix were calculated. 

 

3. RESULTS 
In order to examine the performance of the RF model, 

confusion matrix with class probabilities is given in Figure 1. 

According to Figure 1, the model correctly classified 

(predicted) 52 of the 62 malignant patients and misclassified 

10 patients. 

Table 1 shows the results of the criteria related to the 

performance of the model, and Figure 2 shows the ROC curve. 

When the results were examined, the sensitivity, specificity, 

positive predictive value, negative predictive value, accuracy, 

F1 score, and AUC values obtained from the RF model were 

0.89, 0.84, 0.77, 0.93, 0.86, 0.83, and 0.88, respectively 

 
 

 
 
Fig. 1. Class probabilities and confusion matrix for model estimation (0: 
benign; 1 = malignant) 

 

 

 
Fig. 2. Modelin performansına ilişkin ROC eğrisi 

 

In Figure 3, the importance plot of the variables according to 

their contribution to the RF model created to predict prostate 

cancer is given. According to Figure 3, area, perimeter, and 

texture were the three most important factors to differentiate 

prostate cancer. In particular, the importance level of area was 

high compared to other risk factors. 
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Fig. 3. Importance plot for clinical factors 

 
4. DISCUSSION 
The prostate cancer is a disease that can begin in any part of 

the prostate gland, progress slowly for the first five to ten 

years, and then rapidly grow after that and can also spread to 

other organs. Cancer of the prostate is a significant contributor 

to male health problems and deaths. Initiating factors for 

prostate cancer, such as genetic factors, chronic inflammation 

and infection, high-fat diet, smoking, alcohol use, and obesity, 

are not fully understood at this time. Prostate cancer is caused 

by a combination of factors. In terms of both incidence and 

mortality, prostate cancer ranks among the top five most 

common cancers in the world. Therefore, early detection of 

prostate cancer allows for the possibility of preventing the 

progression of the disease as well as the application of 

alternative treatment protocols [20,21]. 

ML methods have been used frequently for cancer detection 

and classification in recent years. Clinical decision support 

systems developed based on ML can help clinicians in the pre-

diagnosis, follow-up and treatment of diseases [22,23]. 

This research focused on the prediction of prostate cancer 

with ML methods, which is one of the most common causes 

of cancer-related death in men and shows symptoms similar 

to benign enlargement. Diagnosing diseases is one of the most 

challenging aspects of the medical field. The fact that there are 

no established guidelines for evaluating prostate cancer 

symptoms and that the diagnostic methods that are currently 

available have poor predictive rates makes this study 

extremely valuable. In situations where there are no hard-and-

fast rules to follow but where the factors that will influence an 

event can be anticipated, such as in the case of prostate cancer, 

we believe that methods of machine learning may be useful in 

making accurate predictions. 

Based on this, the RF algorithm, which is one of the 

supervised machine learning methods and contributed to the 

creation of high-performance models, was used in this 

research to evaluate the accuracy of the prediction of prostate 

cancer. 

In the model, patients were assigned to one of the output 

classes based on the class probabilities, thus obtaining the 

confusion matrix. The sensitivity, specificity, positive 

predictive value, negative predictive value, accuracy, F1 

score, and AUC values obtained from the RF model were 

0.89, 0.84, 0.77, 0.93, 0.86, 0.83, and 0.88, respectively. Our 

results showed that the RF model could successfully predict 

prostate cancer. In addition, the importance of the clinical 

features examined in order to distinguish prostate cancer was 

examined in the study. Our results showed that area, 

perimeter, and texture are the most important features in 

differentiating prostate cancer.  

In a study using the same data set in the literature and 

comparing the results using various ML approaches, the 

highest classification accuracy was obtained with the k-

nearest neighbor and naive bayes methods [24]. The 

classification rate accuracy obtained with the optimal model 

of this study was found to be 0.80. Another study using the 

same dataset compared the performance of some popular ML 

methods to predict prostate cancer. The authors achieved the 

best performance with the Recurrent Neural Network (RNN) 

model with an accuracy rate of 0.813 [25].  In our study, we 

classified prostate cancer with an accuracy of 0.86, and the RF 

model had the ability to discriminate quite well. 

As a result, the proposed RF model can successfully classify 

prostate cancer and the model can help clinicians to pre-

diagnose prostate cancer. 

 
5. CONCLUSIONS  
In conclusion, prostate cancer risk can be successfully 

predicted with methodology combined using clinical 

information and RF algorithm. Furthurmore, the model 

created with the RF algorithm can help clinicians in the 

diagnosis, follow-up and treatment of patients with prostate 

cancer. 
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